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ABSTRACT

Counts of southbound migrating whales off California form the basis of abundance estimation for the eastern North Pacific stock of gray whales
(Eschrichtius robustus). Previous assessments (1967–2007) have estimated detection probability (p) from the detection-non detection of pods by
two independent observers. However, tracking distinct pods in the field can be difficult for single observers; resulting in biased estimates of pod
sizes that needed correcting, and matching observations of the same pod by both observers involved key assumptions. Due to these limitations, a
new observation approach has been adopted wherein a paired team of observers work together and use a computerised mapping application to
better track and enumerate distinct pods and tally the number of whales passing during watch periods. This approach has produced consistent counts
over four recently monitored migrations (2006/7, 2007/8, 2009/10 and 2010/11), with an apparent increase in p compared to the previous method.
To evaluate p and estimate abundance in these four years, counts from two independent stations of paired observers operating simultaneously were
compared using a hierarchical Bayesian ‘N-mixture’ model to jointly estimate p and abundance without the challenge of matching pods between
stations. The baseline detectability powas estimated as 0.80 (95% Highest Posterior Density Interval [HPDI] = 0.75–0.85), which varied with
observation conditions, observer effects and changes in whale abundance during the migration. Abundance changes were described using Bayesian
model selection between a parametric model for a normally distributed common migration trend and a semi-parametric model that estimated the
time trends independently for each year; the resultant migration curve was a weighted compromise between models, allowing for key departures
from the common trend. The summed estimates of migration abundance ranged from 17,820 (95% HPDI = 16,150–19,920) in 2007/08 to 21,210
(95% HPDI = 19,420–23,230) in 2009/10, consistent with previous estimates and indicative of a stable population. 
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et al. 2008), particularly for a single observer using just
hand-recorded entries onto a paper data form. As a result,
matching observations of the same pod by both observers
involved key (and untestable) assumptions and limited
observations of a given pod required corrections for bias in
pod size estimation (Rugh et al. 2008; Laake et al., 2012).
Due to these limitations, a new observation approach has
been developed wherein a paired team of observers work
together and use a computerised mapping application to help
better track distinct pods and tally the number of whales
passing during watch periods (Durban et al., 2010). This
approach has a number of advantages, including open
communication between observers, enabling observers to
search for whales continually without the distraction of
looking down to record data, and easier separation and
tracking of distinct pods due to the precise computerised data
recording and visualisation. As a result, this approach
enables more repeated observations of each pod, leading to
larger (and presumably less biased) estimates of pod size
(Durban et al., 2010) and has produced consistent counts
over four recently monitored migrations (2006/07, 2007/08,
2009/10 and 2010/11), with an apparent increase in p
compared to the previous method (Durban et al., 2011). 

To evaluate p for this new approach, watch period counts
from two independent stations of paired observers operating
simultaneously were compared during two of the four years
(2009/10 and 2010/11), using a hierarchical Bayesian ‘N-
mixture’ model (Royle, 2004) to jointly estimate the
probability of detection and abundance in all four years,
without the challenge of matching pods between stations.

J. CETACEAN RES. MANAGE. 15: 61–68, 2015 61

INTRODUCTION
The eastern North Pacific stock of gray whales migrates
annually along the west coast of North America from high
latitude feeding grounds to winter breeding grounds in the
lagoons and adjacent ocean areas off Baja California, Mexico
(Rugh et al., 2001). This nearshore migration pattern has
enabled repeated abundance estimates from shore-based
counts off Granite Canyon, central California. In 23 years,
between 1967 and 2007, counts of the number of observed
pods travelling southbound have been rescaled using
estimates of pods undetected during watch periods, pods
passing outside watch periods, and night travel rate (Buckland
and Breiwick, 2002; Buckland et al., 1993; Hobbs et al.,
2004; Laake et al., 2012; Laake et al., 1994; Rugh et al.,
2005). Population models based on these estimates indicate
that gray whales have increased substantially in population
size, recovering from whaling operations in the 19th and 20th

centuries, and are now close to carrying capacity and likely
pre-exploitation levels (Punt and Wade, 2012). The most
recent population estimate from abundance counts in 2006/07
was approximately 19,000 whales (Laake et al., 2012).

To facilitate continued population monitoring, the
abundance estimation approach has seen continual evolution
throughout this time series to more realistically estimate
detection probability (p) to link observed counts to true
abundance; this paper describes the latest modification.
Notably, previous assessments have estimated p from the
detection and non-detection of pods by independent
observers using an analytical mark-recapture approach.
However, tracking distinct pods in the field is difficult (Rugh



This ‘N-mixture’ approach has been successfully used to
estimate abundance and detectability from replicate count
data for a range of wildlife species where it has not been
possible to match repeat sightings of individuals (e.g.
Chelgren et al., 2011; Joseph et al., 2009; Kery et al., 2005).
The untility of this approach to extend the time series of
abundance estimates for eastern North Pacific gray whales
is demonstrated in this paper.

METHODS
Data samples
Counts of gray whales were conducted from shore-based
watch stations at Granite Canyon, California, during the
2006/07, 2007/08, 2009/10 and 2010/11 southbound
migrations (see Table 1). Counts were made by rotating
teams of observer pairs using naked eye aided by 7×50
binoculars; the primary observer in the pair kept continual
visual watch while the secondary observer served as a data
recorder but also kept watch and assisted with tracking
already identified pods whenever possible. Each observer
had one 90 minute shift as primary observer, followed by a
second 90 minute shift as secondary observer and then a 90
minute break. Sightings were entered into a real-time data
logging PC program, which had a mapping screen to help
track repeated sightings of the same pod. The map projected
the likely movement tracks (and error ellipses) of the pods
using predicted swimming speeds (1.44–1.95 ms–1), allowing
re-sightings and new sightings to be queried. Up to six lots
of 1.5 hour watch periods were used to cover daylight hours
from 07:30 to 16:30 local time, during which the observers
recorded passing whales and environmental conditions,
specifically visibility (subjectively categorised from 1–6 for
excellent to unusable) and sea state (Beaufort scale). To
control for weather conditions and for consistency with
previous abundance estimations, only counts during watch
periods with acceptable weather conditions throughout their
entire duration were used, specifically visibility code <5
(excellent to fair) and Beaufort Scale <5.

Estimating detection probability
The ‘N-mixture’ approach was used (Royle, 2004) to
simultaneously estimate detection probability pijt and
abundance Njt for each watch period j in each year t, based
on the total aggregated counts nijt of passing whales recorded
by each of i = 1:2 watch stations in each period. The
observed counts nijt were modelled as a binomial outcome
conditional on the unknown true number of whales passing
Njt and the detection probability pijt with hierarchical models
assumed to describe variability in both N and p (e.g.

Chelgren et al., 2011). The power to estimate detectability
was achieved by comparing gray whale counts from two
independent stations of paired observers operating
simultaneously during two years (2009/10 and 2010/11)
from watch stations that were positioned 35m apart at the
same elevation (22.5m) above sea level. In 2009/10 counts
were compared from the two watch stations operating
simultaneously during 70 lots of 1.5 hour watch periods with
acceptable weather conditions, covering 20 different days of
the migration; in 2010/11 simultaneous counts were
available from 94 watch periods over 24 different days (see
Table 1). However, detectability was extrapolated for all
monitored watch periods in each of the four years based on
the fitted model for detectability. In order to accomplish this,
the counts for the south watch station were treated as zero-
inflated binomial outcomes, with the binomial probability
specified as a function uijt pijt where u = 1 or 0 to indicate
whether or not count data were actually collected from that
station, thus ensuring that structural zero counts from periods
without a second watch did not contribute to the likelihood
for estimation of p or N. 

Consistent with Laake et al. (2012), the model for
detectability incorporated fixed effects β for visibility (VS)
and Beaufort Scale (BF), as well as random effects
associated with each observer o in 1:OB observers. These
were modelled as additive effects on a general intercept so
that the direction and magnitude of the estimated effects
away from zero (no effect) could be assessed. The selection
for the inclusion of these effects using Bayesian model
selection with stochastic binary indicator variables g to
switch each of the three possible effects either in or out of
the model depending on their relevance to the observed data
(Kuo and Mallick, 1998):

logit (pijt) = logit(po) + gbf βbf BFjt + gvsβvs VSjt+ gob βob
ijt = o

where the intercept po was the base detection probability in
the absence of covariate effects, assigned a Uniform(0,1)
prior distribution, and logit(po) = ln(po/1–po). Centred around
this base detectability, each of the fixed effects βbf and βvs

was assigned a Normal prior distribution with mean zero and
large standard deviation of 10; this prior value was smaller
than the corresponding posterior estimates of standard
deviation, and as such this was vague prior distribution that
allowed any non-zero effects to emerge if supported. The
random effect for each observer was drawn from a Normal
distribution with mean zero and standard deviation
σob~Uniform(0,10). Each of the binary indicator variables,
g, was assigned a Bernoulli(0.5) distribution to specify equal
probability of inclusion or not of the effect in the model.
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Table 1 

The number of whales recorded during the southbound gray whale surveys from 2006/07 to 2010/11. Data are the total counts, 
hours and distinct days for watches during acceptable observation conditions. 

 North Station  South Station 

Migration Dates Whales Hours (days) Dates Whales Hours (days) 

2006/07 02/01–03/02 2,691 204 (34) – – – 
2007/08 02/01–09/02 2,079 202.5 (34) – – – 
2009/10 30/12–19/02 2,034 246 (43) 11/01–06/02 1,551 105 (20) 
2010/11 03/01–18/02 2,885 265 (45) 10/01–04/02 1,754 141 (24) 



Fitting migration curves
The N-mixture approach also accounted for variation in p
relative to changes in N (latent watch period abundances)
during the migration. So, some power to estimate
detectability was achieved by assuming a model for changes
in watch period abundance over the course of the migration.
A Poisson distribution Njt ~ Poisson(λjt) was adopted as a
hierarchical prior for the distribution of abundances, and a
model was specified for the Poisson mean λ in terms of the
number of whales passing each day (d), with an offset for
the effort duration of each watch period, Ejt in decimal days
(e.g. Laake et al., 2012):

log(λjt) = log(Ejt) + modeld(j)t

modeldt = zdtCommondt + (1–zdt) Specificdt

Days were specified as d = 0 to Dt. In all four years t we used
Dt = 90, where days were counted from 12:00am on 1
December, and we added an abundance of 0 whales passing
for day 0 and Dt to anchor the fitted model when we assumed
whales did not pass (following Buckland et al., 1993).
Estimates from the remaining days were derived from a
mixture (or compromise) of two competing models
(‘Common’ and ‘Specific’, e.g. Li et al., 2012) describing
changes in abundance across each annual migration. The
model contributing each daily estimate was indicated using
stochastic binary indicator variables zdt, each assigned a non-
informative Bernoulli(0.5) prior distribution. As such, each
zdt indicated the probability of a daily estimate conforming
to the common trend, allowing flexibility for departures from
this trend that may only exist on certain days in certain years
to be identified and modelled (rather than assuming all
counts from an entire year conform to or depart from a
common trend, which would be represented by zt). The total
number of whales passing during each migration was then
estimated by summing the expected value from the model-
averaged number of whales passing each day from time 0 to
Dt (e.g. Laake et al., 2012). These estimates were then
rescaled to account for the differential passage rate at night
(Perryman et al., 1999), based on the nine hour day
multiplicative correction factor of Rugh et al. (2005).
Specifically, we applied a constant night time correction
factor that was assumed to be a Normally distributed fixed
effect with mean of 1.0875 and standard deviation of 0.037.

For the ‘Common model’, we assumed a typical trend in
abundance throughout each annual migration (e.g. Buckland
et al., 1993), with abundance changes assumed Normally
distributed around a migration mid-point, with a Normal
distribution specified as a quadratic function of days, on the
log scale: 

Commondt = at + btdt + ctd2
t

where the mid-point of the migration curve for each year t
was derived by –bt/2at. This assumed common migration
curve allowed information to be ‘borrowed’ across years
when needed, specifying association across years to
strengthen inference about migration curves in years with
relatively sparse counts. However, we specified each of the
curve parameters at, bt and ct to be drawn from hierarchical
Normal distributions with means µa, µb, µc~ N(0, 10) and
standard deviations σa, σb, σc ~Uniform(0,10); hyper-

parameters that were common across years, rather than
assuming that the parameters themselves were constant. This
random effects formulation allowed the timing, level and
extent of the Normal migration curve to vary annually
around the general pattern, if supported by the data. 

Although it is likely that there is a typical pattern to the
migration, it was acknowledged that abrupt departures may
occur at any time in any particular year. To incorporate
unusual patterns, the selection of an alternative ‘Specific’
migration model was allowed; a semi-parametric model that
estimated the time trends independently for each year (e.g.
Laake et al., 2012). A method in which the shape of the
relationship of abundance across days was determined by the
data was adopted without making any prior assumptions
about its form, by using penalised splines (Ruppert, 2002).
Following Crainiceanu et al. (2005) a linear (on the log
scale) penalised spline was used to describe this relationship:

Specificdt = S0t + S1tdt + Σm
k = 1 λkt (dt – κkt)

Where S0t, S1t, 1t,…,kt were regression coefficients to be
estimated separately for each year and κ1t <κ2t < … <κkt
were fixed knots. We used m = 15 knots, a relatively large
number to ensure the desired flexibility, and let κkt be the
sample quantile of ’s corresponding to probability k/(m + 1).
To avoid overfitting, the λ’s were penalised by assuming 
that these coefficients were Normally distributed random
variables with mean 0 and standard deviation
~Uniform(0,10). The parameters S0t, S1t were modeled as
fixed effects with Normal(0, 10) prior distributions.

Bayesian inference using MCMC
The multi-level model was fit using Markov Chain Monte
Carlo (MCMC) sampling using the WinBUGS software
(Lunn et al., 2000). Inference was based on 15,000 repeated
draws from the posterior distribution of each model
parameter conditional on the observed data, following 5,000
iterations that were discarded as burn-in. Convergence of
parameters within these initial 5,000 iterations was
determined based on Gelman-Rubin statistics below 1.05
(Brooks and Gelman, 1998) calculated from three
independent chains begun from over-dispersed starting
values. To gauge the adequacy of the model for each annual
set of count data, Bayesian P-values were computed (Gelman
et al., 1996) by using the same MCMC sampler to predict a
distribution for each watch-period count from the posterior
estimates of model parameters and comparing the total
predicted and observed counts. For each year, there was good
agreement between the model predictions and observed
counts, with Bayesian P-values ranging from 0.45 to 0.53;
values close to 0.5 would indicate that the data was
consistent with replications under the model, with the
distribution of the predicted count symmetrically
overlapping the observed count (Gelman et al., 1996).

The MCMC sampling approach allowed uncertainty to be
propagated across levels of the model. Notably, estimates of
parameter values across MCMC iterations were used to
estimate the probability of inclusion of covariate effects in
the model for detectability, given by the posterior probability
p(g = 1) of each indicator variable g. Fitting and selection of
the two competing migration models was achieved within
the same MCMC run using the ‘cut’ function in WinBUGS
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to ensure that estimation of the two models was not affected
by the selection of the model indicator (e.g. Li et al., 2012).
The posterior probability of conforming to the common trend
model was then calculated by the relative frequency that each
model was selected by the indicator zdt in the overarching
mixture model, and inference about abundance on each day
was based on a weighted compromise between the
competing models by sampling across the posterior
distribution of zdt. 

RESULTS
The base detectability was estimated as po = 0.80 (95%
Highest Posterior Density Interval [HPDI] = 0.75–0.85),
which was modified by observation conditions and observer
effects (see Table 2). The posterior distribution for the effect
of sea state βbf, measured using the Beaufort scale, largely
overlapped with zero and there was therefore low support
for including this effect in the model with p(gbf = 1) = 0.004.
In contrast, there was a relatively strong negative effect of
visibility on detectability (higher visibility code = lower
visibility = lower detectability), with the entire distribution
for βvs falling below zero [p(gvs = 1) = 1]. There was also
support for inclusion of observer effects [p(gbs = 1) = 1], with
both positive and negative effects reflecting relatively high
and low counts by different observers. A total of 35 different
observers were used over 4 years between North and South
stations; 15/35 counted in multiple years (2 years = 7, 3 years
= 4, 4 years = 4). The Posterior medians for observers’ effects
ranged from –0.59 to 0.80, but only five observer effects (all
positive) had posterior distributions that did not include zero.

Detectability also varied with changes in whale abundance
during the migration, as shown by the extent of extrapolation
from the daily summed counts (effort adjusted) to the

estimated daily abundances (Fig. 1). Detectability declined
with increasing abundance, with a greater proportion of
whales estimated to be missed as more whales passed during
busy watch periods. In general, changes in abundance during
the migrations were adequately described by a Normal curve
over time, but there was greater uncertainty in the tails of the
distribution resulting from generally sparse coverage. The
Normal trend was useful for comparing migration timing:
the median of the curve midpoints was 53.5 days since
December 01 (23–24 January), ranging between 49–57 days.
However, there were some notable deviations from the
Normal trend, with estimates from the year-specific non-
parametric trend model being favoured for some days in each
of the four years. In particular, there was a high probability
in favour of the Specific model [p(z = 0) >0.75] on 9 days in
2006/07, 9 days in 2007/08, 16 days in 2009/10 and 11 days
in 2010/11, representing key departures from the Normal
migration trend. The summed (model-averaged) estimates of
migration abundance ranged from a posterior median of
17,820 (95% HPD = 16,150–19,920) in 2007/08 to 21,210
(95% HPDI = 19,420–23,230) in 2009/10, consistent with
previous estimates (Fig. 2). These new estimates were also
relatively precise with coefficients of variation (CV =
Posterior Standard Deviation/Posterior Median) ranging
from 0.04 to 0.06 (median = 0.05), but nonetheless the 95%
HDPI’s of all four estimates overlapped. 

DISCUSSION
The new counting method adopted here was intended to
reduce reliance on the ability of single observers acting
independently to record and track distinct whale groups. By
adopting teams of paired observers working together, with
the benefit of a real-time computerised tracking and
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Table 2 
Parameters of models for detectability, p. All estimates are presented as the 2.5%, 50%, 97.5% highest density posterior probability intervals, plus the 
probability of inclusion in a model (if tested), given by the posterior probability p(g = 1) of each indicator variable g. Observers are arbitrarily numbered, 
differently for each year. 

Detection model 2006/07 2007/08 2009/10 2010/11 

po 0.75, 0.80, 0.85 0.75, 0.80,0.85 0.75, 0.80,0.85 0.75, 0.80,0.85 
bf [p(gbf = 1)] –19.34, –0.003, 19.98 [0.004] –19.34, –0.003, 19.98 [0.004] –19.34, –0.003, 19.98 [0.004] –19.34, –0.003, 19.98 [0.004] 
vs [p(gvs = 1)] –0.38, –0.30, –0.20 [1] –0.38, –0.30, –0.20 [1] –0.38, –0.30, –0.20 [1] –0.38, –0.30, –0.20 [1] 
ob [p(gbs = 1)] 0.26, 0.37, 0.54 [1] 0.26, 0.37, 0.54 [1] 0.26, 0.37, 0.54 [1] 0.26, 0.37, 0.54 [1] 

Observer 1  –0.36, 0.02, 0.49 0.03, 0.37, 0.81 –0.42,–0.24, 0.06 –0.13, 0.08, 0.30 
Observer 2 0.03, 0.37, 0.81 –0.78, –0.03, 0.70 –0.09, 0.30, 0.81 –0.36, 0.02, 0.46 
Observer 3 –0.24, –0.07, 0.11 –0.24, –0.07, 0.11 0.03, 0.37, 0.81 –0.42, –0.24, 0.06 
Observer 4 –0.42, –0.01, 0.49 –0.42, –0.24, 0.06 –0.13, 0.08, 0.30 –0.25, 0.01, 0.29 
Observer 5 –0.04, 0.14, 0.35 –0.13, 0.08, 0.30 –0.24, –0.07, 0.11 0.16, 0.43, 0.73 
Observer 6 0.06, 0.42, 0.83 –0.04, 0.14, 0.35 –0.27, –0.06, 0.18 –0.04, 0.14, 0.35 
Observer 7 –0.17, 0.11, 0.46 –0.18, 0.19, 0.61 –0.04, 0.14, 0.35 –0.50, –0.13, 0.26 
Observer 8 –0.39, –0.16, 0.07 –0.17, 0.11, 0.46 0.12, 0.33, 0.59 –0.39, –0.16, 0.07 
Observer 9 0.12, 0.33, 0.59 0.12, 0.33, 0.59 –0.25, 0.01, 0.29 –0.09, 0.23, 0.60 
Observer 10 – –0.39, –0.16, 0.07 –0.08, 0.26, 0.64 –0.27, –0.06, 0.18 
Observer 11 – – –0.71, –0.43, 0.13 0.31, 0.80, 1.46 
Observer 12 – – –0.66, –0.37, 0.07 –0.54, –0.29, 0.04 
Observer 13 – – –0.42, 0.00, 0.49 –0.75, –0.22, 0.33 
Observer 14 – – –0.63, –0.13, 0.40 0.12, 0.33, 0.59 
Observer 15 – – 0.31, 0.80, 1.46 –0.73, –0.29, 0.14 
Observer 16 – – –0.18, 0.19, 0.61 –0.18, 0.19, 0.61 
Observer 17 – – 0.16, 0.43,0.72 –0.70, 0.02, 0.76 
Observer 18 – – –0.39, –0.16, 0.07 –0.63, –0.13, 0.40 
Observer 19 – – –0.22, 0.22, 0.72 –0.83, –0.59, 0.36 
Observer 20 – – –0.28, 0.14, 0.59 –0.24, –0.07, 0.11 
Observer 21 – – –0.18, 0.28, 0.83 –0.21, 0.11, 0.47 
Observer 22 – – – –1.05, –0.49, 0.06 



J. CETACEAN RES. MANAGE. 15: 61–68, 2015 65

Fig. 2. Gray whale abundance estimates for each of 23 southbound migrations with an end year between 1967 and 2007 (open circles, with 95% confidence
intervals; from Laake et al., 2012) together with the four recent migrations reported here (closed circles show posterior medians, lines are 95% highest
posterior density intervals). 

Fig. 1. Observed whale passage rates expressed as total counts per day/ proportion of day observed (circles) and fitted migrations models (lines) for the four
southbound gray whale migration counts from 2006/07 to 2010/11. Solid circles represent counts from a second watch station, when operating. The broken
line represents the median estimates from a hierarchical Normal model for migration and the solid line represents a semi-parametric model of penalised
splines; the abundance estimate for each day (95% highest posterior density interval shown by vertical lines) is a model averaged compromise between the
migration models, and these were summed to estimate the overall abundance for the migrations.



visualisation tool, this approach has proved successful in
increasing detection probability (Durban et al., 2011) and
also reducing variability in detections due to observer effects.
Although still present, the magnitude of observer effects
estimated from the new counts (see Table 2) was generally
not as great as those apparent with the traditional counting
approach (see Laake et al., 2012, table 7).

Furthermore, our method for estimating detectability
departed from the mark-recapture approach of matching
detections and non-detections of specific pods by
independent observers. Instead, inference was based on total
watch period counts that were not sensitive to differential
lumping and splitting of pods by observers, and avoided the
assumptions required to match observed pods between pairs
of observers. As an alternative to the mark-recapture analytic
approach, we have shown how tallied watch period counts
from two observer pairs counting simultaneously can lead to
similar inference when analysed using with the N-mixture
approach (Royle, 2004). 

The N-mixture approach is conceptually simple: multiple
observations of watch period counts, n, from the different
observer teams represented different samples from an
unknown binomial distribution with total population size N
and detection probability p. A binomial likelihood function
could then be easily used to estimate N and p from the
sample of n’s. Although there were only a maximum of two
samples of N during any specific watch period, a large
sample of n’s was built up across many watch periods,
allowing the estimation of the parameters. Layered on top of
this core estimation process were both a trend model for true
daily abundance through time based on the migration pattern
and a model for how detection varied according to
environmental conditions and different observers.
Specifically, a hierarchical model fit to the replicate count
samples allowed us to link detectability to key covariates, as
in previous gray whale assessments (e.g. Laake et al., 2012),
and also extrapolate detectability based on these covariate
relationships for watch periods without replicate counts.
Similarly, by assuming a common underlying model for the
migration pattern, this approach notably accounted for
variation in p relative to changes in abundance N during the
migration. Furthermore, this joint modelling of data from
multiple years allowed the borrowing of strength across
years to better parameterise the migration during years with
sparse data. 

Previously, two contrasting approaches have been used to
model changes in abundance over the course of the annual
gray whale migration: either by assuming a parametric model
to determine the shape of the migration curve (Buckland et
al., 1993) or by fitting a non-parametric smoother to allow
the data to determine the trend in abundance over time
(Laake et al., 2012). Here we drew on elements of both these
approaches in a flexible framework using Bayesian model
selection between a parametric model for a common
migration trend and a semi-parametric model that estimated
the time trends independently for each year; the resultant
migration curve was a weighted compromise between
models, allowing for key departures from the common trend.

The abundance estimates produced for 2006/07, 2007/08,
2009/10 and 2010/11 were internally consistent, consistent
with previous estimates and indicative of a stable population

(Fig. 2). The 95% HDPI’s of all four estimates overlapped,
and there was substantial overlap between the 95% HDPI
from the 2006/7 estimate with the 95% confidence intervals
of the estimate for the same migration produced using the
previous counting and estimation approach (Laake et al.
2012). Further, our estimates are very similar to the
predictions of Punt and Wade (2012) based on assessment
models for the full time series; their baseline model
prediction for 2009/10 had 90% posterior density intervals
ranging from 17,726 to 23,247; the posterior distribution for
our 2009/10 estimate was centered within these intervals at
21,210 (95% HPDI = 19,420–23,250). It is noteworthy that
the estimates produced using our approach were relatively
precise with CVs ranging from 0.04 to 0.06 (median = 0.05)
in contrast to CVs ranging from 0.06 to 0.09 (median = 0.08)
for the 23 previous estimates.

This consistency provides a level of confidence in our
approach and resultant estimates, but nonetheless there are
limitations to address. Our approach makes a number of
important modelling assumptions, both in terms of
distributional forms and model structure. It was assumed that
the detectability relationships described by modelling
repeated counts during two years were also applicable in the
remaining two years with no replicate counts. We also
assumed observer effects remained constant, although in
reality this may change with experience. Additionally, the
definition of what constituted the common migration trend
was dependent on the joint modelling of just four years of
data, and precise inference about the shape of the migration
curve relies on count data being collected from throughout
the migration time span. During at least 3/4 of the years
reported here, count data were sparse (or non-existent)
during the tails of the migration, resulting in uncertainty over
the shape of the abundance curve. While this uncertainty was
propagated into inference about overall abundance in our
Bayesian inference using MCMC sampling, the resulting
imprecision will ultimately constrain power to detect
between-year changes in migration patterns and abundance.
Data collected during further migrations will be incorporated
into this hierarchical model and therefore used to refine
parameter estimates; this will benefit from replicate counting
experiments, repeated when possible. As the time series
grows, specific goodness-of-fit tests should be adopted to
investigate aspects of model structure and suggested changes
as necessary.

There are also practical considerations as well as
modelling assumptions. Previous work has shown that the
new counting approach produces estimates of pod size that
are typically larger (and presumably less biased) than the
traditional counting approach (Durban et al., 2010), likely
because the computerised tracking software facilitates more
repeated observations of the same groups. In fact, it has been
assumed that estimates of pod size using this observation
approach are effectively unbiased and have not been rescaled
to tally watch period counts. This is an assumption that
remains to be tested, but suitable calibration experiments are
difficult to design and implement, particularly due to the
inherently subjective differences between observers in
lumping and splitting whales to define groups. Similarly,
although observer effects have been accommodated in the
model for detectability, it is clear that too many observers
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(35 in total) counted too infrequently to allow precise
parameterisation of their relative effects on detectability in
many cases. This will have resulted in further imprecision.

Although there may be field protocols that could be
adapted to address these limitations within the current
approach, further modernisation of the observation process
is recommended. Specifically, more accurate information
could be gleaned from observations recorded with high-
definition video files to allow subsequent review and re-
review, rather than relying on instantaneous assessment by
visual observers. The use of infra-red sensors would further
allow for 24 hour monitoring (e.g. Perryman et al., 1999)
and provide greater coverage of the entire migration during
acceptable weather conditions; automated blow detectors
(e.g. Santhaseelan et al., 2012) can be developed to eliminate
observer effects and standardise detectability to provide
counts with minimal (and quantifiable) bias. These
extensions would further serve to build a more robust and
automated observation model to combine with the flexible
abundance model for the migration process described in this
paper.

ACKNOWLEDGEMENTS
The observers are thanked for their participation in the field
work. Also appreciation is given for the advice from Steve
Reilly, Bill Perrin, Jeff Breiwick, Dave Rugh, Rod Hobbs
and Jeff Laake. Thanks also to Paul Wade, Andre Punt and
Jeff Laake for providing valuable comments on an earlier
version of this manuscript.

REFERENCES

Brooks, S.P. and Gelman, A. 1998. General methods for monitoring
convergence of iterative simulations. J. Comput. Graph. Stat.: 434–55.

Buckland, S.T. and Breiwick, J.M. 2002. Estimated trends in abundance of
eastern Pacific gray whales from shore counts (1967/68 to 1995/96). J.
Cetacean Res. Manage. 4(1): 41–8.

Buckland, S.T., Breiwick, J.M., Cattanach, K.L. and Laake, J.L. 1993.
Estimated population size of the California gray whale. Mar. Mammal
Sci. 9(3): 235–49.

Chelgren, N.D., Adams, M.J., Bailey, L.L. and Bury, R.B. 2011. Using
multilevel spatial models to understand salamander site occupancy
patterns after wildfire. Ecol. 92: 408–21.

Crainiceanu, C.M., Ruppert, D. and Wand, M.P. 2005. Bayesian analysis
for penalized spline regression using WinBUGS. J. Stat. Softw. 14: 1–24.

Durban, J., Lang, A., Weller, D., Rugh, D., Hobbs, R. and Perryman, W.
2010. Comparing shore-based counts of eastern North Pacific gray

whales. Paper SC/62/BRG8 presented to the IWC Scientific Committee,
May 2010 (unpublished). 6pp. [Available from the Office of this Journal].

Durban, J., Weller, D., Lang, A. and Perryman, W. 2011. Abundance indices
of eastern North Pacific gray whales from southbound migration counts,
2007–2011. Paper SC/63/BRG7 presented to the IWC Scientific
Committee, June 2011, Tromsø, Norway (unpublished). 7pp. [Paper
available from the Office of this Journal].

Gelman, A., Meng, X. and Stern, H. 1996. Posterior predictive assessment
of model fitness via realized discrepancies. Stat. Sin. 6: 733–59.

Hobbs, R.C., Rugh, D.J., Waite, J.M., Breiwick, J.M. and DeMaster, D.P.
2004. Abundance of gray whales in the 1995/96 southbound migration
in the eastern North Pacific. J. Cetacean Res. Manage. 6(2): 115–20.

Joseph, L., Elkin, C., Martin, T. and Possingham, H. 2009. Modeling
abundance using N-mixture models: the importance of considering
ecological mechanisms. Ecol. Appl. 19: 631–42.

Kery, M., Royle, J. and Schmid, H. 2005. Modeling avian abundance from
replicated counts using binomial mixture models. Ecol. Appl. 15: 1,450–
61.

Kuo, L. and Mallick, B. 1998. Variable selection for regression models.
Sankhya Ser. B 60: 65–81.

Laake, J.L., Punt, A.E., Hobbs, R., Ferguson, M., Rugh, D. and Breiwick,
J. 2012. Gray whale southbound migration surveys 1967–2006: an
integrated re-analysis. J. Cetacean Res. Manage. 12(3): 287–306.

Laake, J.L., Rugh, D.J., Lerczak, J.A. and Buckland, S.T. 1994. Preliminary
estimates of population size of gray whales from the 1992/93 and 1993/94
shore-based surveys. Paper SC/46/AS7 presented to the IWC Scientific
Committee, May 1994, Puerto Vallarta, Mexico (unpublished). 13pp.
[Paper available from the Office of this Journal].

Li, G., Best, N., Hansell, A.L., Ahmed, I. and Richardson, S. 2012.
BayesSTDetect: detecting unusual temporal patterns in small area data
via Bayesian model choice. Biostatistics doi:10.1093/biostatistics/kxs005
(Biostatistics Advance Access published 26 March 2012).

Lunn, D.J., Thomas, A., Best, N. and Spiegelhalter, D. 2000. WinBUGS –
a Bayesian modelling framework: concepts, structure and extensibility.
Stat. Comput. 10: 325–37.

Perryman, W.L., Donahue, M.A., Laake, J.L. and Martin, T.E. 1999. Diel
variation in migration rates of eastern Pacific gray whales measured with
thermal imaging sensors. Mar. Mammal Sci. 15(2): 426–45.

Punt, A.E. and Wade, P.R. 2012. Population status of the eastern North
Pacific stock of gray whales in 2009. J. Cetacean Res. Manage. 12(1):
15–28.

Royle, J. 2004. N-mixture models for estimating population size from
spatially replicated counts. Biometrics 60: 108–15.

Rugh, D.J., Shelden, K.E.W. and Schulman-Janiger, A. 2001. Timing of the
gray whale southbound migration. J. Cetacean Res. Manage. 3(1): 31–
9.

Rugh, D.J., Hobbs, R.C., Lerczak, J.A. and Breiwick, J.M. 2005. Estimates
of abundance of the Eastern North Pacific stock of gray whales 1997 to
2002. J. Cetacean Res. Manage. 7(1): 1–12.

Rugh, D.J., Muto, M.M., Hobbs, R.C. and Lerczak, J.A. 2008. An
assessment of shore-based counts of gray whales. Mar. Mamm. Sci. 24(4):
864–80.

Ruppert, D. 2002. Selecting the number of knots for penalized splines. J.
Comput. Graph. Stat.: 735–57.

Santhaseelan, V., Arigela, S. and Asari, V.K. 2012. Neural network based
methodology for automatic detection of whale blows in infrared video.
Lect. Notes. Comput. Sc.: 230–40.

J. CETACEAN RES. MANAGE. 15: 61–68, 2015 67





<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage false
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


